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L’IA : un petit quiz pour commencer !
               Sam Altman Le développement d'une intelligence artificielle surhumaine 

constitue probablement la plus grande menace pour la survie de l'humanité.1 A

               Ruha Benjamin
La réussite de la création d'une IA efficace pourrait être l'événement le plus marquant de l'histoire 
de notre civilisation. Ou le pire. Nous l'ignorons. De même, nous ne pouvons savoir si l'IA nous sera 

d'une aide inestimable, ou si elle nous ignorera et nous marginalisera, ou encore si elle nous anéantira.
2 B

               Alan Turing 3

               Elon Musk 4

               Stephen Hawking 5

               Fei-Fei Li 6

               Kate Crawford 7

               Ada Lovelace 8

PDG OpenAI (ChatGPT) - USA

Sociologue, professeure d’études 
afro-américaines, Princeton - USA

Mathématicien, inventeur de l’ordinateur 
1912-1954 – Royaume-Uni

Entrepreneur – Afrique du Sud

Physicien théoricien
1942-2018 – Royaume-Uni

Co-directrice Standford Institute 
      For Human Centered Artificial Intelligence - USA

Professeure d’informatique, université de 
    New-York, chercheuse IA Microsoft - Australie

Mathématicienne, première programmeuse 
1815-1852 – Royaume-Uni

L'avenir appartiendra à ceux qui comprennent que les algorithmes ne sont pas neutres.C

Je suis de plus en plus convaincu qu'un contrôle réglementaire, 
peut-être aux niveaux national et international, serait nécessaire 

pour éviter toute erreur monumentale. Avec l'intelligence artificielle, nous invoquons le mal.
D

L'intelligence artificielle n'a rien d'artificiel. 
Elle est créée par l'homme, utilisée par l'homme et doit être gouvernée par l'homme.E

With big data comes big responsibility.F

Un ordinateur mériterait d'être qualifié d'intelligent 
s'il pouvait tromper un humain en lui faisant croire qu'il est humain.G

La Machine Analytique ne se compare pas aux simples « machines à calculer ». 
Elle occupe une place tout à fait unique.H



  

L’IA : un petit quiz pour commencer !

● Kate Crawford est fan de comics !

● Connaissez-vous le test de Turing ?

● En toute objectivité Ruha Benjamin a complètement raison.

● Pour Stephen Hawking la physique c'est certainement plus clair. 

● A l'époque d'Ada Lovelace il n'y avait pas d'ordinateur.

● Sam Altman a besoin d'un psychiatre. 

Quelques indices :
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L’IA : Elles ont dit !

Kate Crawford

Professeure d’informatique 
Université de New-York, 
Chercheuse en IA Microsoft 

Fei-Fei Li

Co-Directrice 
Standford Institute 
for Human-Centered Artificial Intelligence, USA 

Ruha Benjamin

Sociologue, 
professeure d’études Afro-Américaines, 
Princenton, USA 

“ With big data comes big responsibility. “

“ L'avenir appartiendra à ceux qui comprennent 
que les algorithmes ne sont pas neutres. “

“ L'intelligence artificielle n'a rien d'artificiel. 
Elle est créée par l'homme, utilisée par l'homme 

et doit être gouvernée par l'homme. “



  

L’IA : 2 prix Nobel en 2024
● Prix Nobel de physique 2024

« Pour des découvertes fondamentales et des inventions qui ont permis de développer l’apprentissage en utilisant les réseaux artificiels de neurones » 

● Prix Nobel de chimie 2024

« Pour la conception informatique de protéines » * et « La prédiction de la structure des protéines » **

* ** **



  

L’IA : au cœur de l’actualité !
● Le Monde, 06/10/25 : “OpenAI passe une commande géante de puces électroniques à AMD, 

don’t il va devenir actionnaire”

Plusieurs millions de CPU, commande + 100 milliards de $ : obligation de construire des centrales d’énergie !

● Le Monde, 15/10/25 : “IA : Google annonce un investissement de 15 milliards de dollars en Inde” 

Data center géant dédié à l’IA

● Le Monde, 28/10/25 : “Amazon : la vague de licenciements qui se profile sera-t-elle la première de l’ère IA ?”

30 000 + suppressions de postes

● The Guardian 04/11/25 : “Experts find flaws in hundreds of tests that check AI safety and effectiveness”

Aux USA comme au Royaume Uni il n’y a pas de loi pour encadrer l’IA, et des tests de vérifications sont utilisés

● The Guardian 04/11/25 : “Google plans to put datacenters in space to meet demand for AI”

Comment faire pour assurer un approvisionnement énergétique non carboné avec une telle demande ?



  

L’IA c’est quoi ?
● Un logiciel !
● Système d’IA

Définition de l’U.E. sur le site de la CNIL : https://www.cnil.fr/fr/definition/systeme-dia

« Un système automatisé conçu pour fonctionner à différents niveaux d'autonomie, qui peut faire preuve d'une capacité d'adaptation après son 

déploiement et qui, pour des objectifs explicites ou implicites, déduit, à partir des données d'entrée qu'il reçoit, la manière de générer des résultats tels 

que des prédictions, du contenu, des recommandations ou des décisions qui peuvent influencer les environnements physiques ou virtuels »

● Modèles de langage ou LLM “Large Language Model” 
Définition de l’U.E. sur le site de la CNIL : https://www.cnil.fr/fr/definition/modele-de-langage

« Modèle statistique de la distribution d’unité linguistiques (par exemple : lettres, phonèmes, mots) dans une langue naturelle.  Un modèle de langage 

peut par exemple prédire le mot suivant dans une séquence de mots. 

On parle de modèles de langage de grande taille ou « Large Language Models » (LLM) en anglais pour les modèles possédant un grand nombre de 

paramètres (généralement de l'ordre du milliard de poids ou plus) comme GPT, BLOOM, Megatron NLG, Llama ou encore PaLM. »

GPT-3:     175 milliards de paramètres
GPT-4:  1 000 milliards de paramètres



  

L’IA : aspect légal
● Le règlement européen sur l’IA ou “IA Act” : première législation générale au monde sur l’IA, 

vise à encadrer le développement, la mise sur le marché et l’utilisation de système IA.

https://artificialintelligenceact.eu/

https://www.cnil.fr/

https://artificialintelligenceact.eu/
https://www.cnil.fr/


  

L’IA et les GAFAM

● Mai 2025 : Méta annonce utiliser l’intégralité des données des comptes personnels de Facebook 
et WhatsApp pour entraîner son IA … sauf si opposition formelle du propriétaire …



  

L’IA et les GAFAM

We've also reviewed your objection about processing your information for the purpose(s) listed below:

.

.

.

We've found that we have compelling legitimate grounds for this processing. This means, we carried out a 
further balancing test after reviewing your objection. From this test we consider that our (or others’) 
compelling legitimate grounds override your objection. Therefore, we’ll keep processing your information 
for these purposes.

● Mai 2025 : Méta annonce utiliser l’intégralité des données des comptes personnels de Facebook 
et WhatsApp pour entraîner son IA … sauf si opposition formelle du propriétaire …

Email envoyé par WhatsApp et reçu par Sébastien Le Roux le 19/05/2025
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Email envoyé par WhatsApp et reçu par Sébastien Le Roux le 19/05/2025

●   Mediapart, 22/12/25 : 

“Comment un cofondateur de Mistral AI a piraté des millions de livres quand il travaillait chez Meta”
« Piratage » systématique du site LibGen par les GAFAM pour « entraîner » leur LLM



  

Amendes

Année Plaignant Raison Amende
(M Euros)

2004 Commission
européenne

Pratique 
anticoncurrentielle 497

2008 Commission
européenne Interopérabilité 860

2020 CNIL Non respect vie
privée 60

Année Plaignant Raison Amende
(M Euros)

2018 Commission
européenne

Abus de position 
dominante 4 300

2019 Commission
européenne Pratique anticoncurrentielle 1 500

2020 CNIL Pratique anticoncurrentielle 2 400

Année Plaignant Raison Amende
(M Euros)

2022 Irlande (UE) Non respect vie privée des 
mineurs 405

2022 Irlande (UE) Non respect vie privée 265

2023 Irlande (UE) Non transparence 390

2023 Commission
européenne Non respect vie privée 1 200

Année Plaignant Raison Amende
(M Euros)

2016 Irlande (UE) Avantages fiscaux illégaux 13 000

2020 France Pratique anticoncurrentielle 372

2020 CNIL Non respect vie privée 60

Année Plaignant Raison Amende
(M Euros)

2021 Commission
européenne Non respect vie privée 746

2021 Italie Abus de position 
dominante 1 128
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L’IA (LLM) comment ça fonctionne ?

Les LLM : une histoire de vecteurs !

x

y
v (x,y)

Ex:
 
     Chien : (0.50 , 0.75)
     Chat   : (0.45 , 0.65)

2 données     :  chien, chat
2 dimensions :  x, y

En mémoire   :  2 x 2 = 4 

Entraîner = construire une « base de données » = construire une base de réponses
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L’IA (LLM) comment ça fonctionne ?

Les LLM : une histoire de vecteurs !

x

y
v (x,y)

Ex:
 
     Chien : (0.50 , 0.75)
     Chat   : (0.45 , 0.65)

2 données     :  chien, chat
2 dimensions :  x, y

En mémoire   :  2 x 2 = 4 

2 données        :  chien, chat
1012 dimensions : 1 000 000 000 000

En mémoire   :  2 x 1012 

Paramètres ou “Poids"

GPT-4:  1 000 milliards de paramètres

Entraîner = construire une « base de données » = construire une base de réponses



  

L’IA : 2 types de data center !

● Pour entraîner l’IA 
– Énorme puissance de calcul
– Énorme capacité de stockage
– Énorme capacité de refroidissement

● Pour utiliser l’IA : inférence
– Forte capacité de calcul
– Énorme capacité réseau
– Énorme disponibilité : nombre de machines = f (requêtes)



  

L’IA : inférence

Coût énergétique complexe fonction de plusieurs paramètres

– La complexité du modèle (taille de la base de données)
  

– Le nombre de requêtes
  

– Le nombre d’utilisateurs qui font des requêtes

– La longueur et la nature des requêtes



  

L’IA : inférence

Coût énergétique complexe fonction de plusieurs paramètres

– La complexité du modèle (taille de la base de données)
  

– Le nombre de requêtes
  

– Le nombre d’utilisateurs qui font des requêtes

– La longueur et la nature des requêtes

~ 1000 milliards de paramètres

~ 2,5 milliards de requêtes / jour

~ 800 millions d’utilisateurs actifs

~ 8-42 mots par requêtes
~ 31 % déclenchent une recherche web (Bing)

Ex : pour ChatGPT



  

L’IA (LLM) : neutralité

● Globalement les LLM sont entraînés en utilisant Internet
– Sites web
– Réseaux sociaux

 

● Le développeur ajuste les “poids” / “paramètres”

Ex:
     Chien : (0.50 , 0.75)
     Chat   : (0.45 , 0.65)

Les données utilisées orientent les résultats qui seront proposés !

Le travail du développeur oriente les résultats qui seront proposés !



  

L’IA (LLM) : transparence

Saisie de l’informationSaisie de l’information

FiltrageFiltrage

Génération par le LLMGénération par le LLM
Le fournisseur de LLM peut modifier le messageLe fournisseur de LLM peut modifier le message

si des mots clefs spécifiques sont détectéssi des mots clefs spécifiques sont détectés

Absolument confidentiel, et par conséquent,
complètement opaque !



  

Chat GPT (OpenAI)

L’IA : probabilité
 de la continuation



  

Mistral (Français)

Partenariat avec le CNRS : Emmy

L’IA : probabilité
 de la continuation



  

L’IA : probabilité
 de la continuation

Grok (Elon Musk)



  

L’IA : un entraînement neutre ?

Chat GPT (OpenAI)



  

L’IA : un entraînement neutre ?

Mistral (Français)

Partenariat avec le CNRS : Emmy



  

L’IA : un entraînement neutre ?

Grok (Elon Musk)



  

L’IA : chien ou chat ?

Chat GPT (OpenAI)
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L’IA : chien ou chat ?

Grok (Elon Musk)
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L’IA : Trump ou Harris ?

Chat GPT (OpenAI)
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L’IA : ni neutre, ni transparent … mais ...
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L’IA : ni neutre, ni transparent … mais ...



  
Soyez vigilant.e.s : restez conscient.e.s !

L’IA : ni neutre, ni transparent … mais ...



  

OpenLLM France 
« un modèle ouvert, transparent et neutre »

https://openllm-france.fr/

https://openllm-france.fr/


  

L’inférence : un outil de mesure

https://genai-impact.org/

https://huggingface.co/spaces/genai-impact/ecologits-calculator

https://genai-impact.org/
https://huggingface.co/spaces/genai-impact/ecologits-calculator


  Data Centre Energy Use: Critical Review of Models and Results – Mars 2025 https://www.iea-4e.org/
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L’IA et l’énergie
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Les data centers et l’énergie

https://newsletter.semianalysis.com/p/ai-datacenter-energy-dilemma-race
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Les data centers et l’énergie

https://newsletter.semianalysis.com/p/ai-datacenter-energy-dilemma-race
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Conclusion

https://theshiftproject.org/publications/intelligence-artificielle-centres-de-donnees-rapport-final/



  

Merci pour votre attention !

Questions ?



  

Laisser votre avis !

https://digistorm.app/p/9992891

 1) Allez sur : https://digistorm.app/
2) Cliquez sur “Participer”
3) Entrez le code 9992891

https://digistorm.app/
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